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Love Among the Robots

hen I was a boy of sixteen or so, an
episode of “The Twilight Zone”
changed my life. Since [ was a serious stu-
dent, thoughtful and deeply religious,
this rather unconventional source of a
weltanschauung takes some explaining.
The show’s plot was as follows: In some
future society, a man has been exiled, af-
ter committing unnamed political of-
fenses, to solitary imprisonment on an
asteroid. Once a vear he is visited by a
supply ship, whose captain takes pity on
him and brings him a present in a very
large box. On opening the box after the
ship has gone, the hero reacts with dis-
gust: itis a female robot, a mere mechan-
ical substitute for genuine companion-
ship. The robot, however—portrayed by
a most appealing actress—is remarkably
lifelike and, after some fumbling and
learning, appears completely human. In
seeming (being?) palpably hurt by his re-
jections, she wins his first attention. One
thing leads to another on this desolate
orbiting rock, and by the supply ship’s
next visit, they have formed what must be
construed as a powerful bond of affection.

If the word has any meaning at all, they
love each other.

The next year, the captain brings un-
dreamed-of news; the winds of political
change have blown a breath of amnesty
from one end of the galaxy to the other.
The hero can return home at last—burt
only he. The caprain is smack up against
his weight limit and, having failed to
think of the android, has room for only
one passenger. When reason fails to dis-
abuse the hero of his sentimental attach-
ment to the machine (the argument goes
on painfully in the presence of this third
party, whose face is filled with tragic ap-
prehension), the caprain resorts to his ray
gun, shooting the seeming woman in the
face. The wound reveals a tangle of wir-
ing and circuitry, and the robot’s voice, re-
peatedly calling the hero’s name, runs
down like a record player with its plug
suddenly pulled.

As I recall the final moments of this
denouement, no tears were shed, and it
appeared (though this was left to the
viewer’s imagination) that the hero would
be brought to his senses and sent home to
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freedom a sadder but wiser man. But to
me this was murder, notonly unpunished
but condoned, and I could not getitoutof
my mind. With all the intensity of adoles-
centidealism, [ worked the issue through
in my mind and a few days later gave up
my belief in the insubstantiality of the
soul. By virtue of her animated re-
sponses, her full range of thought and
feeling, and, above all, her trust in and
love for the hero—not to mention his for
her—the android was human and had as
much ofa “soul” as any person, regardless
of whether the hardware within was car-
bon orsilicon. Or, to put it another, more
distressing way, a human being could
have no more of a soul than she.

In the years since | was so shaken by this
fiction it has come a long way toward fact.
Artificial intelligence, then an obscure
undertaking confined to a few university
campuses, is now a large commercial en-
terprise, and, according to its enthusiastic
practitioners, such as Marvin Minsky, ma-
chines of the future will not only perform
bigger calculations than humans ever
could butwill also make medical and legal



judgments, perform psvchotherapy, and
compose beautiful musie and poetry.

I suppose this prospectshould be casicr
for me to accept now than it was twenty
vears ago. But in a way it is more unset-
thing than ever. For ten yeans or so, the re-
lentless depredations of sociobiology—
like the similarly mouvated Freudian
oncs of an carlier era—have croded, it
scems, the very basis of the human spirit.
The most chenshed differences between
humans and animals, onc after another,
have been swept aside: motherly love, al-
truism, cooperation, and sacrifice are now
seen as mere adaptations—genetically
programmed strategies for survival that
we share with many other species. All that
has been left o us after this beascly on-
slaught is rational thought; we are ani-
mals, ves. but thinking animals, and no
otherconfiguration of matteron Earch can
rival us in this domain. Now even rational
thoughtis being taken over—Ilock, stock.
and memory board—Dby computers, The
wirf separating animal and machine is
shonking, and it is only human to wonder
whether there will alwavs be a place for
us, and us alone, to stand.

he question of whether machines will
cver be able to think s, inardificial in-
telligence—or Al—cireles, commonly
cast in terms of the "Turing test, devised
by the British computer scienust Alan M.
Turing, who died n 1954, Turing imag-
med an “imiaaon game," in which a hu-
man interrogator communicates with two
unscen people—amanand a woman—uvia
teletype, The interrogator can ask any
question he likes, the goal being to deter-
mine which is the man and which the
woman, T'he catch is that the man will be
trving to deceive him and is free w lie
cgregiomsly—claiming, for example, o
have long. claborately stvled hair. The
woman, Turnng wrote, “can add such
things as "1 am the woman, don’t listen to
him!" to heranswers, butit willavail noth-
ing as the man can make similar re-
marks.” The questions chat fascinated
Turing were: What will happen when a
machine replaces the man? Will the inter-
rogator err as often as before? “These
questions,” he wrote, “replace our onigi-
nal, "Can machines think?*™
The idosyncrasies of this game may
have had special significance to ‘lunng,
who was a homosexual, at a tume when
male homosexuality was a crime, (Some
observers have attributed his death—an
apparent suicide, involving a cvanide-
laced apple—to harassment by the Bntish
government, which he had served noblv
in the Second World War, breaking a erniu-
cal and supposedly impregnable German
code. ) But the game can be recast so that
it does not revolve around gender, and
these days it usually is: a machine that
could pass the “lTuring test is now defined
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as one that would fool a human interroga-
tor into believing that it. teo. is human.

The belief that someday a computer
will pass this test—an article of taith for
Minsky and like-minded computer scien-
tusts—has not gone unchallenged. of
course. Humanists deery the claim that
machines might think as people do. even
as Al researchers try to develop machines
that will deerv the decryving humanists.
The humanists” case reses, first of all, on
what might be called the intuitional fal-
lacy. Thisargument. as commoniy stated,
1s that computers will never be able to do
evervthing humans do, because computers
relv exclusively on rules, whereas people
actintuitionally, with a keen but unspect-
fiable sort of inference from experience.
Thus. no machine will ever beat a world
champion at chess, and no computer will
ever be a good physician.,

But here the humanists often invoke a
special pleading that borders on petu-
lance. Hubert Drevfus, a philosopher at
the University of California at Berkeley,
has written about the “failures™ of medi-
cal-diagnosis svstems, A program Known
as INTERNIST-I. given laboratory test
data from real case histories, missed
cighteen of Tortv-three diagnoses, he has
noted, while a team of climicians at Massa-
chusetts General Hospital missed a mere
fifteen, and a committee of medical ¢x-
perts only eight. So. if vou get vourself a
committee of medical experts to agonize
over the dara, as doctors rarely would, you
geshightly fewer than halfas manvy errors
as with the machine: while if you sertle
fora team of clinicians at one of America’s
best teaching hospitals, vou better the
program’s error rate by just less than sev-
enteen percent. It doesn’t take much ex-
perience in medical practice to surmise
that INTERNIST-1 would probably out-
perform a large minonty (at least) of
Amencan physicians, o say nothing of
lesser-trained physicians in some parts
of the world—and thisat the very dawn of
the use of such systems. Thus. Minsky
and his colleagues properly brush aside
the intntional fallacy with allusions to the
futurc, This aspect of what computers
can't now do is technically. but not philo-
sophically or scientifically, interesting.

'I'hc second argument humanists make,
which might be called the intentional
fallacy. is philosophically interesting but
far from decisive. It amounts to a rejec-
tion of the Turing test. The contention is
that, even if computers are someday able
to accomplish the same intellectual tasks
as humans, fought will not be the right
word for the information processing be-
hind their performance. The philosopher
John Scarle advanced this position in a
1980 paper, published in the journal Te
Behavioral and Bram Sciences with simulta-
ncous replies by the great and near great
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of artificial intelligence and cognitive sci-
ence, and with Scarle’s replies w the
replies.

Secarle’s paper begins with his “Chi-
nese room™ argument: Imagine a reom
with no windows or doors, only a mail
slot. Suppose vou passed a story written
in Chinese into the room, then passed in
questions about the story, also in Chi-
nese. Twenty minutes later, perfectly
sensible. well-crafted answers come out
of the slot, again in Chinese, suggesting
that something in the room understands
Chinese. But, said Scarle, iemight be that
within the room was Searle himself, who
understands no Chinese but was mercly
following rales he had been given for con-
verting some kinds of forcign squiggles
into other Kinds. Thus, nowhere n the
room is there true understanding of Chi-
nese, even though the room behaved as it
there were.

Among the cotucisms of this argument
that Scarle did not convincingly answer
are psvehologist Bruce Bridgeman's—
that not even humans are fully aware of
the mental operations underlying con-
seious thought; computer seientist Doug-
las R. Hofstadter's—that the man in the
Chinese room is functionally no more so-
phisticated than a few neurons, and tha
such a system could not possibly pull off
anything so complex and subtle as Lin-
guage translation; and philosopher Rich-
ard Rorty"s——that il the system really condd
pass this vartant of the Turing tese, it
would understand Chinese, since a truly
scientiic defimuon of “undentnding'
must be stated in strictly behavioral
terms, Further, there is the behavionst
enticism (which Searle also answers un-
convincingly): our skepticism that this
system has a mind implies a skepticism
of other minds in genenl—including
human ones: if we can't infer thought
from behavior, we must spend our lives
wondenng whether anvone on the planct
other than oursclves is truly conscious.
This. of course, 15 something that few of
us s¢¢ a compelling reason to do.

These enticisms, taken together, sug-
gest that the Chinese room argument is
specious. But even if they did not, Searle
himself has acknowledged a loophole in
his argument, onc that is frequently over-
looked in discussions of 1t. He believes
that mind is a Kind of insubstantial secre-
tion of the brain and emanates from our
neurechemistry, as dependent on physi-
ology as is the milk from a mother's mam-
mary glands, A mechanical svstem could
have mind, he concedes, 1f it precisely
simulated the physical processes of the
brain. But most Al researchers make no
attempt to reconstruct the How of infor-
mation that actually occurs in a mass of
human neurons—much less to build sur-
rogates of the neurons themselves. Rath-
er, they v o duplicate only the relation-



ship berween input and output—be-
ween the slips of paper that go into the
Chinese room and those that come out.

Enter the humanists™ third argument,
which Al enthusiasts might call the emo-
tional fallacy, except that it isn’t really a
fallacy. This 1s the one presented by
Sherry Turkle in The Secone Self: Compur-
ers and the Human Spirit. The book is
based on vears of ficldwork among MIT
computer hackers, Al experts and their
groupics, and ordinary children plaving
computer games. Beginning in the late
19705, when the age of personal computers
was colorfully dawning, Turkle examined
people’s relationships with computers, in
the twin senses of interaction and com-
parison. As she shows, these twins are
Siamese: interaction with a computer in-
volves an assessment, if unconscious, of
how itcompares to us, and comparison as-
sumes some relationship (the “Turing test,
after all, implies as much).

Among Turkle's findings is that wheth-
cr a maching can pass the Turing test
depends on the mind of the beholder. ‘lo
one five-vear-old encountenng it for the
first time, “Texas Instruments’ Speak &
Spell tov was alive. Other children, not
convinced but clearly uncasy, took special
delight in “killing” it by taking out the
batterics—as if reaffirming their own
uniqueness. Much more at case with the
idea of an animate machine were the hack-
ers—college-aged people. usually men,
who work, live, ¢at, sleep, and breathe
compurters, Hackers artculate frankly the
satisfactions of their relationships with
computers: complete devotion, predicta-
biliy, and control—the Kinds of things a
person could never provide. As hackers
themselves scem to recognize, their spir-
s have found in the computer a sort of
superperson cut from the cloth of fantasy.
The computer has passed the Turing test
as posed by some of their most fundamen-
tal human needs.

But hackers are the exceptions. Most
people feel the need o defend them-
selves from the computer's insult to their
humanity. They do so, usually, by defin-
ing themselves in opposition to it: sure,
the machine can play a dazzling game of
chess, but only humans enjoy winning: it
can diagnose illness, but only humans
fear making a faral mistake: it may have
thought. but only humans have feclings.
As Turkle realized. this is but a variation
on the game of defining humans in oppo-
sition to animals. “Where we once were
rational animals,” she wrote, “now we are
fecling computers, emotional machines.™

Wc have come full circle, and our
identity ¢risis remains unresolved.
We sav we are rational animals, but com-
puters are more superbly rational: we say
we are feeling machines, bue other ani-
mals have the same vivid array of motives
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and feclings. T'he process of definition-
by-exclusion would seem to have left us
cmpey.

Of course, we are not. It is the intersce-
tion of the sets that makes us human—the
tiny corner of the Venn diagram where
amimal motives overlap with mechanical
rationality. It is the inner argument be-
tween the ache of sexual desire and the
thought of ulumate consequence that
produces the lover's plaint the climbing
of animal fcar on the latticework of svin-
bol that makes possible the comfort of
ritual; the bubbling of the consciousness
of our own mortality through evervday sen-
sual experience that gives rise to the abso-
lutely human sense of beauty.

Consider the example given by the
computer scientist Joscph Weizenbaum,
in Computer Poscer and Human Reason, of
whatcomputers can'tsimulate: the word-
less communion that a mother and father
share as they stand over their sleeping
child’s bed. Contained in their glances is
the shared love growing out of the three
relationships: the subtle memones of the
sex that engendered the bonds; the life
histories of the man and the woman—the

events of their own childhoods echoing |

incffably through the sleeper, the cascade

of family dramas falling for generations; |

and, above all, the man's and the woman’s
sense of their own, and theirchild’s, mor-
tulity—the fear, the grief, the intensitied
love of the things of this world.

Could computers simulate—perhaps
even experience—rthis tragic sense of
life? Simulate, possiblv. But to experi-
ence it they would have to participate ina
fullv human life cvele. They would have
to be born, grow, surrender themselves to
some kind of family life, confront the de-
mands of maturity, reproduce, age, and,
especially, be conscious of the prospect of
their dving. Not 1o mention their having
to experience the aches and pains, the
shivers and sweats, the hormonal ux, the
sludge of fatugue, the neuronal dropout,
and the ninc-hundred-and-somc-odd
other natural shocks that flesh is heir to.
As Turkle putit, “A being that is not bomn
of a mother, thatdoes not feel the vulner-
ability of childhood, a being that does not
know sexuality or anticipate death, this
being is alicn.”

But how well will Turkle's comforting
contention fare in the future, when com-
puters compose plainly good poems? In
considering how we would respond to
such poems, recall our responsc to the
nice abstract paintings composed a few
vears ago by a chimpanzee. We were curi-
ous about them, admired them, even paid
a good price for them, but we knew they
were not real paintings. A machine much
simpler than the simplest of computers
could produce abstract paintings, some of
which would be pleasing to the eve. Bur,
like the chimp ones. they would not be
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real. Real paintings come out of human
experience, respond to human traditions,
are informed by human expectations
even when they violate them.

Or consider poems written by children.
These are often freer, more engaging,
and lovelier than any the same child will
be capable of writing when grown. So
why don't we admire them the way we
would similar ones written by aduls?
Because it is precisely the grown-up-ness
of its source that makes the freedom and
grace of 4 poem so admirable. A good
poem by an adult is a communication
from a person who, like the rest of us, has
been ambushed by life but who has mi-
raculously escaped the loss of the grace-
fulness that came casily in childhood—
or, perhaps, has found a way artfully to
recoverit. In chis sense a “good” poem by
a computer would be of no more interest
than the tragic drama wvped by the ran-
dom kevstrokes of the proverbial roomful
of monkeys—except, of course, for its
value as scientific cunosity.

So what will it be like when computers
are—as they will surely be—vastly smarter
than we are in many wayvs? We will ask
them, [ think, to speculate about the
influences of Shakespeare on Shelley, or
mavbe even expect them to suggest such
a study, bue we will not curl up near the
fire with a slim voiume of verse they have
written. We will go to them for most sorts
of medical diagnoses, mavbe even forsur-
gery. But, at our bedside, while we are
dying, we will want someone who knows
that he or she will also, someday, die.
Computers will be, perhaps, like the gods
of ancient Greeee: incredibly powerful
and even capable of many human emo-
tions—Dbut, because of their immaortality,
ineligible for admission into that warm
circle of sympathy reserved exclusively
for humans.

And whart of the murdered android |
mooncd over at sixteen? | doubt thatany
robot could simulate emotion well
enough to pass my ultimate Turing tesu
Does this machine have a tragic sense of
life? Of course, my feelings toward her
would not be irrelevant: relationships
help define machines as they help define
people, and the queston of what con-
stitutes murder hinges partly on how the
murderer violates the relationship as he
himself perceives it. Nonetheless, |
would steel myselfand apply my ultimare
test; if she failed, even I might draw my
ray gun. e
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leave at the Center for Advanced Study in
the Behavioral Sciences, in Stanford, Cali-
fornia. His book THE HEALING ARTISANS:
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